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Abstract

Organizations want to take advantage of the flexibility and scalability of Cloud platforms. By migrating to the Cloud, they hope to
develop and implement new applications faster with lower cost. Amazon AWS, Microsoft Azure, Google, IBM, Oracle and others
Cloud providers support different DBMS like Snowflake, Redshift, Teradata Vantage, and others. These platforms have different
architecture, mechanism of allocation and management of resources, and sophistication of DBMS optimizers which affect
performance, scalability and cost. As a result, the response time, CPU Service Time and the number of 1/Os for the same query,
accessing the similar table in the Cloud could be significantly different than On Prem.

In order to select the appropriate Cloud platform, we use a modeling and optimization. First, we perform a Workload
Characterization for On Prem Data Warehouse. Each Data Warehouse workload represents a specific line of business and
includes activity of many users generating concurrently simple and complex queries accessing data from different tables. Each
workload has different demand for resources and different Response Time and Throughput Service Level Goals.

= In this paper we will review results of the workload characterization for On Prem Data Warehouse environment.

=  Secondly, we must collect measurement data for standard TPC-DS benchmark tests performed in AWS Vantage, Redshift and
Snowflake Cloud platform for different sizes of the data sets and different number of concurrent users.

=  During third step we use the results of the workload characterization and measurement data collected during the benchmark to
modify BEZNext On Prem Closed Queueing model to model individual Clouds.

=  And finally, during the fourth step we use the Model to take into consideration differences in concurrency, priorities and resource
allocation to different workloads. BEZNext Capacity Planning optimization algorithms incorporate Graduate search mechanism to
find the AWS instance type and minimum number of instances which will be required to meet SLGs for each of the workloads.
Publicly available information about the cost of the different AWS instances is used to predict the cost of supporting workloads in the
Cloud month by month during next 12 months.
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Outline

= [ntroduction to Cloud Selection and Performance Assurance

= Data Collection and Workload Characterization

=  Predicting Minimum Cloud Configurations Required to meet SLGs

=  Predicting Cost

= Performance Assurance of Data Warehouse Workloads in the Cloud
= Summary
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Introduction
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BEZNext Performance Assurance
Software and Services

Enterprise Wide

Data Warehouse

Build * How to be sure that new applications will perform well?

)| Performance Engineering during | « How to predict the impact of new application implementation on performance of existing workloads?

rsfl Building New Applications and * How to develop proactive recommendations to application developers and operations during DevOps process?

5 Infrastructure * Does existing platform has enough capacity to support both new and existing applications?

Q * How to select appropriate On Prem or Cloud platform for new application?

(P

| Manage * How to determine most frequent and severe Anomalies and root causes?

0,_) Dynamic Performance * How to determine workloads seasonality and proactively modify Workload Management rules?

- Management and Workload * How to determine applications availability and provide actional information to application developers and

ch Management Optimization for operations
Production Environment * How to optimize workload management?
Grow * How to predict the impact of the workload and volume of data growth and determine the most effective measures
Strategic Capacity Planning required to meet Service Level Objectives with lowest cost

* Does existing platform has enough capacity to support both new and existing applications?
* How to select appropriate Cloud platform for Data Warehouse and Big Data applications?
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Criteria of Cloud Platform Selection

MULTIPLE CRITERIA WE WILL FOCUS ON
Performance Performance and
Scalability Cost

Cost

Security

Elasticity

Deployment Flexibility
Ecosystem Integration
Database Management

Analytic and Database Functionality
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Major Steps

2. Modeling &
Optimization

1. Data Collection 4. Cloud Platform

Selection

and Predicting the
Workload Minimum

Characterization Configuration
Required

3. Predicting Cost
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Data Collection and Workload

Characterization On Prem and
in the Cloud




Data Collection On Prem and Cloud

Teradata Vantage AWS Redshift Sno!vflake \ * Production workload On Prem
! - POC Benchmark with representative
T Queries on each Platform

« Standard TPC DS Benchmark on
each Platform

Teradata On Prem
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CPU Utilization by Production On Prem
Workloads During 24 Hours

Hourly Profiles for Each Workload are built
during Workload Characterization:

= Performance Profile
= Resource Consumption Profile
= Data Usage Profile
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CPU Utilization by Workloads Selected
for Cloud

3rd Shift

z sssssnnnnnnnnl Sples
.Finance
£ .
L
P g
] i

&

a3

Marketing =-=s«s-..
BI

o w o » allao SHD

on o e o oy o e e o apr
400AM  SO0AM  G00AM  TO00AM  G00AM  S00AM  1000AM  11.00AM  1200PM  1:00FM
2/20/20 12:00 AM to 2/21/20 12:00 AM (grouped by hour) 7
All dates and in Eastern Dayhght Time.
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Applying Modeling and Optimization
to Determine the Minimum

Configuration Required to meet SLG
for each Workload




Modeling Approach

On Prem Queueing Network Model for

MPP Data Warehouse reflects
Hardware, Software configurations,

Teradata Vantage

o - o .
G

Workload Management parameters

AWS Redshift

-_a

ﬁ

~ Snowflake

Cad [Tt renein | [ o
Serviem |_ Momger rpely
[=] B o e

and workload characterization results

Cloud Models are built by modifying
parameters of On Prem models to
reflect specific architecture of each
Cloud DBMS platform and results of
the benchmarks
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Determining the Minimum Cloud
Configuration Capable Meeting SLGs

GRADIENT OPTIMIZATION APPROACH

1. Apply Gradient Optimization to Workload
Management

2. Use modeling to predict which workload will
violate SLGs the most

\\% ’:’ (

.0 ‘\\\ "I[”[[II% l‘l ’“ ) 3. Determine which resource will be the
W ’e 'l!

Q \\ ’ II W vy
W ,%90‘ = ’” " ' ,’ bottleneck
N il

i '/ //1,, _ . .
e Ui 4. Apply Gradient method and iterative modeling
to find the minimum hardware configuration
required to meet SLGs for all workloads
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Predicting performance of Data Warehouse
workloads in Teradata Vantage environment

. Dat Anal
= AWS Instance selection Sk oyiidng

= Limited scalability, but sophisticated
optimizer and workload
management

Machine
Leaming
Engine

.k Graph
Engine

QO
-
0
O
(S8
O
@
®
Q

High S

QueryGrid QueryGrid
External Data External Analytic
Store Access Engine Access
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Vantage Workload Management
Optimization

OPTIMIZATION OF CAPACITY PLANNING,
PERFORMANCE MANAGEMENT AND PREDICTED IMPACT OF INCREASING
WORKLOAD MANAGEMENT PRIORITY FOR SALES

Relative Response Time CPU Utilization by Workloads
Workloads 16 ——Hteting 120 iw
14 —8—Admin it yiies
. 2 12 — = I ETL e QOonline
" - { : ek P mOE tier: misc
§ g §. @ = Sales 50 @Eatch
s 9 L% - . g ¥ modes
. GSd Actual 4 R 40 Qirversory
Decisions and TASM “ — iy
N 02 AdHoc 20
Expectations H M = " madmin
» SetReahshc SLGs~ LR R AR e S WS = Zee marbating
2 3 S Operfods® 9 10 11 12 1 2 3 4 S Gefogd 9 101112
* Capecty Planning Control
« Petformance Relative Th t Host Channels Utilization by Workloads
S LIMIT CONCURRENCY REDUCE i . s
s Wia pell e i —e—Marketing 70 s 0
oriond CONTENTION BUT INCREASE the # of . . i . 2
5 . 50 H--N-0-1-0-1-0-1-8- M8 sostier misc
x Inventor
REQUESTS WAITING for the THREAD § A S e
= - -Sal
Modeling & | o = = =1 3 = | Tepn D NN RN NN oo
Optimization g Unconstrained 3 #Requests T s 10 il
4 a Hi min
% % waiting for Threas 0 --nw T T 0 om0 i Marketing
Threshoid Perod 2 Pedodd * 2
The same approach can be applied to predict the Impact of Changing
Classifications and answer questions like: What if Users SQL required less than 1
sec CPU Time will be Processed with Higher Priority...
#Requestsbeing #Requests being
processed = MPL processed = MPL
Time Time
c; Approximation of the MPL Distributipn §
= § #Requests
g .E" X)dx = 1 e waiting for Threac
- Limit
Threghold
- #Requestsbeing
- ARuqiegls, X=MEL processed = MPL
J.u f(x)dx = AverageMPLInternal Time

J-:W:m fx)dx= /i\veragelhng@zeue
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Predicting performance of Data Warehouse
workloads in AWS Redshift environment

= |imited number of nodes/instances in
Redshift cluster

= Future release of Redshift will use AQUA e ode
to accelerate Redshift queries by running
data intensive tasks such as filtering and

: ) | |
aggregation, compression and others — T i e
closer to the storage layer. Coa [

| | P S saleout
= We did not model the impact of AQUA on h

Redshift performance B bl lrurnl

Data Warehouse Cluster
Amazon S3
Durable storage @

Current Redshift Architecture Advanced Query Accelerator
(AQUA) for Amazon Redshift
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Predicting performance of Data Warehouse
workloads in Snowflake environment

= Snowflake automatically scales out and scale up

= First scenario - running each workload in
dedicated Virtual Warehouse

= Second scenario - running all workloads in one
Virtual Warehouse

4/16/2020 ALL RIGHTS RESERVED
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Examples of Modeling and Optimization
Predicting Min Configurations Required
to meet SLGs for Each Cloud, 2" shift

during next 10 Month

MIGRATE 4 WORKLOADS TO THE CLOUD
EXPECTED GROWTH IN NUMBER OF USERS - 12% ANNUALLY
EXPECTED GROWTH IN VOLUME OF DATA PROCESSED - 10% ANNUALLY
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Vantage 2"9 Shift / Month

MIGRATE 4 WORKLOADS INTO ONE VIRTUAL WAREHOUSE:




Vantage: Recommended minimum configuration
for 2nd shift during next 12 months

H £ £ E H £ g £ H £ £ H g
¢ & & &8 &8 & ¢ 8§ & ¢ ¢ §B B
() Workoad Forecast O===== T——=¢ £ £ T——=¢ & o—==—0—==
O & B Principal Planning Scenario 1
[ @ 022012 Actual 550 O o o] o o o] o o] o] o o]
. . [ @ Advice Vantage 32 m4. 164 24 55D PCle o} . o} o] 2 (o] 0 (o] (o] 3 ) 0 Q o}
Conflguratlon [J @ Advice Vantage 34 m4. 16+ 24 SSD PCle o O & < & s - J) 0 O ) 0 ¢ 4 (0]
[J @ Advice vantage 36 m4. 16x] 24 SSD PCle o o o o o o o ¢, & o © ¢ o
[] @ Advice Vantage 38 md. 16xd 24 550 PCle o} o] o} o] o} o} 0 (o} (o] (o] (o] ﬁ*
[) & Prionty Optmzed 12 Vantage Step 02 o O o] o] o] o] o] o 0 o] 0 o o]
[J &€ priority Optimzed 12 Vantage Step 03 o O . e} o} o o o o] o] o o} o]
[J w2 Prionty Optmized 12 Vantage Step 04 o O o . o} o o o O o o o} o
[J & Prionty Optmized 12 Vantage Step 05 o O o O . o o o o] o o o} o
Workload D] A2 Prirty Optinized 12 Vantage Step 06 o o ) o o @ o o o o o o o
[ & Prionty Optmzed 12 Vantage Step 07 o] o o] o o] o] O o] 0 o] 0 o] o]
Management 0 &2 oty Ot 1 v s © o o o o o o @ o o o o o
] & Priority Optmzed 12 Vantage Step 09 o] o o o] o o o o] O o] o] o o]
[) & Prionty Optmzed 12 Vantage Step 10 o o o o o o o o o O 0 o] o
[ € Priority Optimzed 12 Vantage Step 11 0 0 0 O o) 0 0O o O e O o &)
[ &2 prionity Optmized 12 Vantage Step 12 o o o o o o o o o o] o) O o)
[ &2 Prionty Optmzed 12 Vantage Step 13 o] o o o] o o] o o] o] o] o] o O
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AS a result or changing conriguration
according recommendation and workload
priorities, Vantage Response Time will meet
SLGs During next 12 months

Optimized Workload Management Priorities

Sales Marketing Finance BI
Current Priority  Current 24.99 38.54 39.66 16.58
Optimized Priority Month 1 17.45 29.09 18.25 50.76
Optimized Priority Month 2 17.26 28.68 18.13 49.73
Optimized Priority Month 3 13.83 22.92 14.59 39.52
% Optimized Priority Month 4 12.05 21.05 12.14 35.08
i Optimized Priority Month 5 10.84 18.52 11.47 31.38
; . Optimized Priority Month 6 10.97 18.44 11.47 31.38
: Optimized Priority Month 7 10.98 19.57 11.36 31.36
Optimized Priority Month 8 10.96 18.55 11.35 31.36
Optimized Priority Month 9 11.07 18.7 11.52 31.38
Optimized Priority Month 10 10.98 18.75 11.22 31.46
Optimized Priority Month 11 11.02 18.76 11.35 31.07
Optimized Priority Month 12 11.03 18.76 11.35 31.07

On Prem to Vantage
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Redshift 29 Shift

MIGRATE 4 WORKLOADS TO THE REDSHIFT:

CLIENT REPORTING, USER REPORTING, PROGRAM INTEGRITY AND
PROVIDER ECONOMICS
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AS a result or changing conriguration
according recommendation, Redshift
Response Time will meet SLGs during next
12 months

T BR|E | R 3

i B g

[ Workoad Forecast O=== t——0——=¢ < + < < <+ < ==

[0 & W Principal Planning Scenario 2

O] @ 022012 R2 Actual 55D 1 @) o 0 o} 3 ) o o o o o o) o}

Conflguratlon [ i@ ra3.164darge 130 24 550 PCle o *** o | o o} o 4 o} O o
[ @ Rra3.16xarge 140 24 SSD PCle o] o] o} o] =————=0 o] - o] o] (o]

] @ ra3.164arge 150 24 550 PCle o} o} o 0 o} o o} o} ﬁ****

O & Demand change RA3 12 O 0

[ b2 priores 12 Redshift ra3 step 02 0 O o] 0 o) o) o) o] o o o o o)

(] b2 Prioribes 12 Redshift ra3 step 03 0 o] O 0 o] o] o] o] o o o o 0

(] & Prorites 12 Redshift a3 step 04 o o] o @ o] o) o o o] o] o o] o]

[ &2 Prioribes 12 Redshft rad step 05 o] o] o] o O o] o] o o] o] o] o] o]

Workload [ b Priorities 12 Redshift ra3 step 06 o] o o] o o] O o o 0 o) o] 0 o)
Management [] 48 Frorbes 12 Redshit ra3 step 07 ©o o o o o o @ o o o o o o
(] &2 Priores 12 Redshift ra3 step 08 o] o] 0 o] o] o) o] O o o o o o]

[ W& Priorites 12 Redshift a3 step 09 o] o] o) o] o] 0 o] o @ o] o o] o]

[0 &2 Prores 12 Redshift ra3 step 10 o o] o) o] o] o) o o o O o o] o]

(] &2 Priories 12 Redshift ra3 step 11 o o] 0 o] o] 0 o] o o) o [ 2] o o]

] W® Priorties 12 Redshift ra3 step 12 o 0 0 0 0 0 o o} o o} o @ o

() & Proties 12 Redshift rad step 13 o o] o) o] o] o) o o o o o o @
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Predicted Redshift Relative Response
Time Change

Service Level Goal

AL EAALEA NERp NYWE
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Snowflake 2"9 Shift / Month

MIGRATE 4 WORKLOADS INTO ONE SNOWFLAKE VIRTUAL WAREHOUSE:

CLIENT REPORTING, USER REPORTING, PROGRAM INTEGRITY AND
PROVIDER ECONOMICS
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As a result of changing configuration according
recommendation, Snowflake Response Time
will meet SLGs during next 12 months

B Workload Forecast h**** —————————————_—— **

0 = B Principal Planning Scenario
(] @ 022012 Act 55D O ~ o] o o] o o] o o) o) o) o) o
[ @ snow 1x2XL PCIN 1 o] o o] (0] (0] (@] (0] o] (0] o] (0]
O——t———a—————————————————————4
O————————————a——————————4)
== === ===

] @ snow 3x4XLPCIN

D ‘ Demand Change Snow New 12

/0|0 ©

[J &® equal Priorities 12
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Predicted Relative Response Time
Change

Service Level Goal

T W W W W

- ]
- £
!
i
Pl
= b
.

Migratien from
On Prem to Snowflake

AS)

4/16/2020 ALL RIGHTS RESERVED



Predicted # of Instances and Instance

Type required to meet SLGs for each
Cloud / Shift / Month

Prredicted Minimum Number of Instances per Cloud/ Shift / Month

Month 1 2 3 4 5 6 7 8 9 10 11 12
Vantage

1st Shift

1st Shift Min # Instances 10 10 10 10 10 10 10 10 10 10 11 11
2nd Shift

2nd Shift Min # Instances 32 34 34 34 34 34 36 36 36 36 38 38
3rd Shift

3rd Shift Min # Instances 13 13 13 13 13 13 13 13 14 14 14 14
Redshift 1 2 3 4 5 6 7 8 9 10 11 12
1st Shift

Min # ra3 Instances 52 52 52 54 54 54 56 56 58 58 58 60
2nd shift

Min # ra3 Instances 130 130 130 140 140 140 140 150 150 150 150 150
[3rd shift

Min # ra3 Instances 72 74 74 76 76 78 78 80 80 82 82 82
Snowflake 4 workloads 1 2 3 4 5 6 7 8 9 10 11 12
1st Shift

Instance Type 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL

Min # Instances 5 5 6 6 [ 6 6 6 6 6 6 [
2nd Shift

Instance Type 4XL 4XL 4XL 4XL 4XL 4XL 4XL 4XL 4XL 4XL 4XL 4XL

Min # Instances 3 3 3 3 3 3 3 3 3 3 3 3
3rd Shift

Instance Type 3XL 3XL 3XL 3XL 3XL 3XL 3XL 3XL 3XL 3XL 3XL 3XL

Min # Instances 5 5 5 5 5 5 5 5 5 5 5 5
Snowflake 3 workloads 1 2 3 4 5 6 7 8 9 10 11 12
1st Shift

Instance Type XL XL XL XL XL XL XL XL XL XL XL XL

Min # Instances 6 6 6 ] 7 7 7 7 7 7 7 7
2nd shift

Instance Type 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL 2XL

Min # Instances 5 5 5 5 5 5 5 5 5 5 5 5
3rd Shift

Instance Type XL XL XL XL XL XL XL XL XL XL XL XL

Min # Instances 7 7 7 7 7 7 7 7 7 7 7 7
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Predicted Monthly Cost to Maintain
SLGs on Different Cloud Platforms

Prediced Monthly Cost of Supporting Data Warehouse Workloads on
Different Cloud Platforms

1 2 3 4 5 6 7 8 9 10 11 12
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Performance Engineering focusing
on Devops




ROLE OF MODELING DURING APPLICATION

DEVELOPMENT

\

App Development A

Modeling

r

A

DevOps

Operations

" Predict new applications implementation impact

" Predict how new application will perform in production
environment

w “ = |dentify Anomalies and their Root Causes during testing
v, of new applications

= Develop recommendations to Application Developers

A

Continuous Deployment

Continuous Delivery

Continuous Integration

I

Agile Development

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS

>
= Predict how new application will affect existing

production applications

" Predict how implementation of new applications will
affect Response Time and Throughput of existing
applications

= Develop capacity planning recommendations

= Set up realistic expectations

33



ROLE OF MODELING FOR OPERATIONS

App Development é Operations ) = Develop Proactive Performance Management
and Workload Management
Recommendations
-
\& v,

"  Compare performance measurement results
after implementation of the new application with
expected

< Continuous Deployment > ® Develop proactive performance tuning
recommendations
Continuous Delivery >

= Develop proactive workload management

Agile Development

A

DevOps >

" Reevaluate Capacity Planning recommendations

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS 34



MODELING IS A BASE FOR PERFORMANCE
ASSURANCE FOR DEVOPS

Assumptions

llection .
Data Collectio Modellng &
& Workload Optimization
Characterization P
- Production Future
New Applications Environment Environment

Verification & Feedback
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TEN STEPS OF APPLYING MODELING TO OPTIMIZE
APPLICATION DEVELOPMENT AND OPERATIONAL
DEVOPS DECISIONS

When RT will exceed SLG?
What should be done
proactively?

Delay Time (D)

Response Time

Queueing Time (Q)

f./-, | & B
t i i t Service Time (S)
wth

ﬂ
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FIRST STEP
DATA COLLECTION DURING PERFORMANCE TESTING AND FOR
PRODUCTION WORKLOADS

Data Collection during Performance Testing of
New Application on Test System and for all Measurement Data Types

workloads in Production Environments
" Hardware and Software Configuration

" Response Time

Test = Throughput
= CPU Utilization and CPU Service Time per request
' = Disk Utilization, |/O rate , #1/O operations per request and

KB/Request, Channel Utilization

= Memory utilization

Production =  Network utilization

m " Level of concurrency

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS
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SECOND STEP
WORKLOAD CHARACTERIZATION

Test and Production Environments

_..:.nm..m
pprifiiEafEiiag

- |
8 B
[t
Test

i { =
Production S
i
2y S

O

@]

Marketing E
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THIRD STEP
ANOMALY AND ROOT CAUSE DETECTION

- Filter
System (EDar -] Rubset | comnofuntion -+ | Penod [ Low 24 Hows -

Eaterates

Anomalies Summary {02/23/2020 10:00 - 02/24/2020 10:00)

# Anomaties Severity Critical Workloads
Totat 21.7 # Anomalies Max Severity
29 Maxmemn 1 Adhoc 8 Other 1
Avarage 0.7 Appiication: 8 | Application: 0.9
Other & Adhoc 0.9
Number of Anomalies Total Severity

Responss Time [sec] S Thmoughpot [Req/Hour] B Throwrout [RegHour
B CFU Time [sec] I Total VO §iC {sec] S Total 1O IOHouT]
| b,

Tectieat-Reporsng [N Tectica-Reportno [N

¢ 1 2 3 4 S5 B 1 & 9 0 1 2 3 ) 5 6 7

Time [sec] A I Thr [Req/Hour] A
§ 5 e -
3 - i
= E
i Rascn- ; e

Date & Time

CPU Time [sec) Anomalies Total IO [IO/Hour] Anomalies
nant- R! B Repserg-

e proneesy
;v.u 4 Fiagteg l ! l - B =]

e micd Nesmg-

Waorklol
Worklot' Name

Baxn

Date & Time
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FOURTH STEP

WORKLOAD FORECASTING FOR NEW AND PRODUCTION
WORKLOADS

Test and Production Environment Expected Workload and Volume of Data Growth
Activity growth

-

@

=

=

' =

Test - -

1 |

) -

204 -

4 a

Q =

;MFQWW?LWMW!N.‘OMNZOMMOMN?OS@WW'.‘ONM}O’.‘ODK.=

VO impact o

. 4

Production

b - i - > i
. Jon 2020 Feb> 2020 Mar 2020 Apr 2020May 2000 Jurs 2020 M 2020 Ay 2020 Sep 2020 Oct 2020 Norv 2000 Dec 2

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS
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FIFTH STEP
PREDICTING IMPACT OF EXPECTED WORKLOAD AND VOLUME
OF DATA GROWTH IN PRODUCTION ENVIRONMENT

Pmdlctl;n Rﬁu'b'lnulvsls Metric: Response Time Change (% change)~ System: EDW-PROD (ATTSLOS)

Relative Response Time

604
55

! 9000000000000 0:-0:00:-00:0:-00-0-

§ 45
3
?
H
Test
' pr‘didi;"ﬁ}“h’i’ e Throughput Change (% change)= ‘System: EDW-PROD (ATTSLOG)
Relative Throughput
Production

oL
n Marketlng 9'9°'0'0°'0°0 00 000 00000 ® 00000000 00O
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SIX STEP

PREDICTING IMPACT OF NEW APPLICATION IMPLEMENTATION

Test

New Application

Production

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS
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SEVENTH STEP

PREDICTING IMPACT OF THE WORKLOAD MANAGEMENT
OPTIMIZATION

WORKLOAD MANAGEMENT OPTIMIZATION WILL NOT BE SUFFICIENT TO MEET SLG

Test

New Application

Productio

=

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS
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EIGHTH STEP
PREDICTING MINIMUM ON PREM UPGRADE REQUIRED TO MEET

SLG AFTER NEW APPLICATION IMPLEMENTATION
ADDITIONAL 14 NODES WILL BE REQUIRED TO MEET SLG

[ & Reduce priority of imported workload

ge Plan... Import Change Plan...

Test e

pEEE R R LR
v
I
I

New Application - ' ELSLG New Application
2000000000000 00 O

1

- SLG Production Workload

Productio r

=

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS
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NINTH STEP

DETERMINING APPROPRIATE CLOUD PLATFORM

FOR NEW APPLICATION

prEFEEEE R R R L .|
v
I
I

© New Application

ProductioI

=

PERFORMANCE TESTING AND MODELING FOR NEW APPLICATIONS

BEZNext Approach to Selection of the
Appropriate Cloud

Q

Predict the minimum configuration required to meet

SLGs

" Instance type and # of instances which will be required
Hour by Hour, Shift by Shift, Month by Month to meet
SLGs for each of On Prem Production workload on each
of the optional Cloud Platform

Predict cost of running On Prem Data Warehouse
Workloads on each of the optional Cloud Platforms

Select Cloud platform capable to meet SLGs for all
of the growing workloads with the lowest cost
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TENTH STEP
AUTOMATIC RESULT VERIFICATION AND CREATION OF
CONTINUOUS PERFORMANCE ASSURANCE PROCESS
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- SLG New Application = :
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HOW TO OPTIMIZING DATA WAREHOUSE
AND BIG DATA APPLICATIONS
PERFORMANCE ON PREM AND IN THE
CLOUD




DYNAMIC PERFORMANCE MANAGEMENT FOR DATA WAREHOUSES, AND BIG
DATA APPLICATIONS ON PREM AND IN THE CLOUD

Ll Set realistic Service Level Goals
0 Formal SLG are based on business requirements
0 Informal SLGs are based on analysis of historical data

0 Without SLG impossible to manage and plan effectively
Ll Data collection and Workload Aggregation

0  Automatic data collection across all platform and transforming to universal format reduce time required to coordinate and interpret data

0 WAG by line of business allows to present results of analysis and recommendation clear to business people and IT management

0 Workload Characterization

0 Automatic generation of Performance, Resource utilization and Data usage by Line of Business/Workloads enables automation of identification of problems and their root
causes and use of modeling and optimization to generate proactive recommendations, including determining;:

" The most frequent performance anomalies/problems and their root causes
L] Pattern and balance of performance and resource utilization
u Application availability

= Seasonality for each workload
Ll Evaluate solutions for fixing the problems

Ll Verify results

ALL RIGHTS RESERVED. OVERVIEW OF BEZNEXT PERFORMANCE ASSURANCE SOLUTIONS FOR DATA WAREHOUSES, BIG DATA AND CLOUD
ENVIRONMENTS
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DETERMINE MOST FREQUENT ANOMALIES AND ROOT CAUSES TO
NARROW DOWN THE SCOPE OF PERFORMANCE TUNING

Data Warehouse Big Data

Anomalies Summary Anomalies Summary

Show (757 entres Search Show (3 ) entries Search

Anomalies ~ Total Severity
Tacticat Reporting X 10 10 1 s o )9 )95 005 001
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Batch 182 2 1@ 101 1 08 83 108 014 000 esponse Time fsec) ' 5 2 125 108 2 303 )81 076 089 081 100 001
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Responss Time [sec 21 110 1 N304 @ o075 o0m 08 008 002 Figels P Time [sec] 2 2 110 100 T s 0w 0% 0@ 500 0
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DETERMINE SEASONAL RESOURCE UTILIZATION PEAKS

TO OPTIMIZE WORKLOAD MANAGEMENT AND RESOURCE ALLOCATION RULES ON PREM AND IN
THE CLOUD (TASM, YARN, ALLOCATION AND DEALLOCATION RESOURCES IN THE CLOUD)

Data Warehouse Big Data

Seasonal Peaks (Response Time [sec]) Indentified Between 11/01/2019 and 01/14/2020 G Seasonal Peaks (Response Time [sec]) Indentified Between 09/01/2019 and 01/22/2020
Search o

Search
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ANALYZE BIG DATA NODE UTILIZATION VARIABILITY

RECOMMEND CHANGING OF DATA AND APPLICATIONS PLACEMENT TO IMPROVE RESOURCE
UTILIZATION BALANCE

Difference in Big Data high and low nodes utilization Big Data Top 20 Nodes Utilization in Time

CPU Util for Nodes With Highest Utilization P] Admin
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MEASURE APPLICATIONS AVAILABILITY

IDENTIFY APPLICATIONS WITH THE HIGHEST FREQUENCY OF FAILURES, WASTING RESOURCES -

CANDIDATES FOR TUNING

Filter
Cluster: [ BDo1 ~]

Start Date: (01/01/2020 00:00 |

End Date: | 01/07/2020 00:00 |

—{ Run I

—Results

Application Availability Summary

Show 10 | eniries

CPU time of Failed Runs

Application Name 4 Number of Failures

4 Number of Success Runs

Search: |

CPU time of Success Runs

QueryResult jar 5 2144 982 733589
HIVE-027d3c1c-7b97-4ee0-98cf-fafd7b2edc8a 1 0 0 0
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AUTH PROVIDER AFFILIATION FOR ATTENDING_AFFILIATION 0 0 7 12943
AUTH PROVIDER AFFILIATION FOR FACILITY_AFEILIATION 0 0 6 12087
AUTH PROVIDER AFFILIATION FOR PCP_AFFILIATION 0 0 6 12932
AUTH PROVIDER AFFILIATION FOR REFERRING_AFFILIATION 0 0 6 11922
CORE_DBO.PHONE jar 0 0 6 158
distcp 0 0 12 1562
Showing 1 to 10 of 115,878 entries Previous j 2 &) 4 5 11588 Next
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SUMMARY

" We reviewed how modeling and optimization technology in predicting the minimum configurations
required for each Cloud to meet SLGs for growing workloads during next 12 months and how to predict

the corresponding cost.
= This approach can be used for other Cloud platform

=  We also reviewed role of Performance Engineering for new applications and Dynamic Performance

management of production workloads in the Cloud
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Thank you!

Questions®?

bzibitsker@beznext.com
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