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First, a little about me...

» Active in CMG in the "Triangle” area of North Carolina

» Prior to joining Fidelity, | spent 14 years as a consultant
across industries

» At Fidelity, | work in a variety of roles
» Operational testing of brokerage platforms
» Test Data Management
» APM Assessment

» Have been engaged in “test in production” for
approximately 5 years




Our systems support over...

24 million individual investors

20.0 million brokerage accounts
506,000 commissionable trades per day
$5.4 trillion in total customer assets

Our technology groups support...

10 major businesses, all relying on shared infrastructure
Two major data centers, each with massive mainframes
Many different front-end channels

Strong regulatory and compliance controls




Disclaimer

= All of that being said...

Nothing | say or show during this presentation represents
the opinions of my employer, Fidelity Investments.
Everything said here results from my own individual
experiences and development of best practices throughout
my career In IT.

- So sayeth me....




The History
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Where were you on the mornings of...

> August 24t 20157

» On May 18t 20127

> May 6™, 20107

» All of September of 20087
» Black Monday, 19877

> October 24th. 192977




GREATEST CRASH

DOW plummets aS DELUGE OF PANIC SELLING
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And they will not be the last...

A recent spur In volatility
across the global equity
market Is driving system
fallures at major financial
Institutions.”
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discussing the possibility of
another significant market
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Can we be prepared when It

happens?
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The Event




Inside the ‘Flash Crash’ | How the stock market broke on May 6

» Big events evoke big changes, and the Flash
Crash of May 6, 2010 raised some eyebrows

i - > The market dropped 600 points in a span of
0 10520.32 m i n utes

DOW JONES INDUSTRIAL AVERAGE ON MAY 6

» Finding a new way to test was born out of

this event, and has only been reinforced by
events that followed

» It was a wakeup call - While technology Is

M A i creating great opportunity, at the same time,

Noon 1

It IS creating great risk.




“What are YOU going to do to
protect our clients?”
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The Approach




May 6" proved that...
Market spikes can happen at any time
All systems and all channels need to be flexible enough to adapt to those changing conditions
We could not simulate possible scenarios with the current testing protocols

Management wanted to pinpoint weak spots In order to mitigate the risk before any events and
was, at the time, unable to identify those risks

S0, we needed to design a test protocol that...
Found application and infrastructure limits anywhere throughout the system
Enabled true end-to-end testing
Could repeat market open events
Would stress the system using many different market scenarios
Had the veracity of production and the flexibility of statistical models




We began thinking...

» Should we build a new environment?
> Should we work with a vendor?

» Should we repurpose an existing test
environment?

» How much data do we need?
> How do we make It realistic?

> How do we test like our customers
WOrk?




System Under Test
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» DR provides a production scale mainframe
with all data and applications

» Production is a “routed-out” segment of true
production front-ends for a site

» Customers can be simulated from the cloud,
getting closer to the real user experience

» We can performance test End-to-End!

» Tests simulate real production customer
patterns and volumes on production systems

» Tests are repeatable!




Using the combination of DR+Prod creates opportunity

» Test at x times prod scale

» Replay production traffic

» Recreate windows of production activity

» Build repeatable test patterns/workload profiles

» Ensure veracity of tests through use of
production data and application

» Break things with impunity — no messy
cleanup!




The Process




So how do you make this happen?

Ultimately, it always bolls down to the same three things...

Unsolicited Observation — people are the hardest part...




First, we needed a team...

» Small number of specific resources

» Key characteristics

Firm knowledge

Process knowledge

Data knowledge

Executive presence

Assertiveness

Team oriented, but with independent
Spirit

VVVYVY

> Fearless of failure




The complexity of the End-to-End testing requires that the team adopt a clear
process for analyzing, planning, designing, and delivering the test models,
data, and execution plans

Evaluate feedback
against metrics

Define Scope/

Parameters of

Final Account
Creations

Inventory and
Gather Existing Schedule and
Account and Conduct and reporting to
Process Interviews develop point of
Information view

Identify Critical
Account Creation
Priorities Based
Reqguirements

Categorize and
Prioritize Findings
based on
regquirements

Develop
Recommendations
for Solutions

Requirements

Develop Account
Creation Approach
and Work Plan

Account Types
User Types
Advisor Firm Types
Broker Firm Types
Data required for each type
(ssn, broker number, etc...)
Workload Characterizations
Account type charactenzations
Test Types
List of dependent systems
security Requirements

Data Collection

Processes

User to account relationships
User to firm relationships
Account to firm relationships
Account to data
User to data
Data transformations
Required isolations
Funding of accounts
Post-test remediation

Metrics and
Reports

Account mixes
User mixes
FProduct mixes

Validate point of
view and priorities

Develop an
Approach and
Action Plan for

Account Creation

Implement Plan

\{CMG
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Brokerage systems are much more complex than the average application
stack, and often have code and processes which have existed for decades.

Our testing requires deep process understanding

Custody and
Middleware Clearing
Market Data Feeds




Clients

Security
Web Challenge Response

PIN/UserID
Security questions
Password
Account mappings

UserlD
password
TSO/Top Secret permissions

User Types
Retalil

.Com - user ID pass

Frequest Traders — userID pass
Others - ??
Brokers/Dealers

Broker — userlID pass
Administrator

Client — userID pass

Advisors

Channell — userlID pass
Channel2 — userlID pass

3270 Manual — userlID pass

Security

Front End Apps

Middleware

Middleware

Account number

Requestor ID
View Request

Physical Routing

Internal Trade Routing

Product/Securities Info
CUSIP
Symbol
Pricing
Update process
Corporate Actions
CUSIP and Action

Streaming Data/Quotes

Symbols/CUSIPS
Reuters

Activ Financial
Institutions

Exchanges

Brokerage Mainframe
CICS, WAS on Z, zLinux, VSAM, DB2,
COBOL, Java, etc

Downstream Systems
Solaris, AlX, WebSphere, TomCat

Mainframe Applications

Order Management
Account
Requestor id
Security
View
Customer Name and Address
Account
Customer
Functional Applications
View
Conditional orders
Market data

Exchanges
Symbols

Exchanges

Prices
Updates/changes

Custody and
Clearing

Market Data Feeds

Clearing

Account number

Intraday positions

vCMG
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When testing in Production...
RISk management is KEY ...

Institutions Cap!}/larkets 2\
| Exchang‘ ﬁ
Security

- Front End Apps
Clients % \ Custody and
\ i - Clearing

Downstream Systems
Solaris, AIX, WebSphere, TomCat Market Data Feeds

Preparation of transaction loads for the load generation scripts will require that all transactions are submitted to clearly identified
securities which are designated as test only securities

Physical and system access to the load generation data and facilities will be restricted to team involved directly in the test

Test transactions will only be submitted through users and into accounts which are clearly identified as test only users and accounts

Test users and test accounts will only be attached to specific branch codes designated as test only branches

The only securities which will be included in any transaction during test are those securities created/assigned specifically to the test

External reporting and financial impacts will be identified and isolated, and tested prior to test




Navigating the enterprise presents challenges

\ » Capital Markets
» Security Master/Product Master
' > Fees and Commissions
> Electronic Notifications

» Corporate Actions

» Streaming Data and News
> Market Data

» Operations

» Three different brokerage groups and all of their
friends

» Technology

> Account Setup > Printing and reporting

» Firm Setup Team » Offshore QA Teams

» Deployment » Purchase and sale/Books and Records
> Product Management > Security

> Risk and compliance > Third Party providers

» Functional, Integration, and Performance QA

Corporate Risk and Compliance

Clearing Services

V. V V VY

Name and Address




We needed help from a lot of people...

articipation by

_ Participants by Division
Business Group

“Groups Group6 mGroup/7 mGroup8

mGroup9 ®=mGroup 10 mGroup 11 = Group 12

m Group 13

pl
Group 2
Group 3
pa

p5

p6
Group 7
P8

p9
Group 10
Group 11
Group 12
Group 13
Group 14
Group 15
Group 16
Group 17
Group 18
Group 19
Group 20
Group 21
Group 22
Group 23
Group 24
Group 25
Group 26
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Building the test




Systems are the vehicle, but data is the fuel...
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PRODUCTION Portfolio $
RealCustIiD1 $1,097,230 John Doe 30 ElIm St

RealC =~ 1 ’ i B I

Real( RealCustiD1 $1,097,230 John Doe 30 Elm St

Real( RealCustID2 $10,234,400 Jane Doe 20 Maple St

x1C RealCustID3 $65,340 Tom Smith 40 Main St

RealCustiD4 $113,434 Sue Jones 10 River St
x100,000 etc.

Masking batch jobs

—HakeUserl S3PEED 1 \ SPEED ST
HakeUser2 S3PEED 2 \ SPEED ST
FakeUser3 53PEED 3 1 SPEED ST
FakeUser4 S3PEED 4 1 SPEED ST
x100,000

vdCM

Computer Measurement Group



Masking batch jobs

“splicing” batch job assigns
cash and positions to fake

users




» Capture replay data

» Process data to the load
drivers

» Establish all security
perimeters

> Builld the DR environment




Running the test




The final test platform integrates Prod, DR, and Test...




We can test Iin “production” and never impact customers

A

Clients

oy
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The Results



And testing leads to fixes before our customers find them...

0 Application Server CPU 0 Slow roundtrip from a
saturated at 1350 TPS transaction slowed a related
transaction at 1600 TPS

Load Balancer bottleneck Q Firewall limit of 1 Gbps
Prod found

Env

Balances

Capital P
Markets arket Lata

@ String Wait on VSAM file a Transac;ion error
Prod consuming Alerts

Load
Web

Bal

Middleware DR Mainframe

icati Application

Application

Transaction
Replay

@ Contention for 15 slots
by 18 hosts - Fixed




The Ultimate Result;
We quickly adapt to changing conditions with relatives ease and know our systems limits.




But there is always more to do, as management is still asking...

» When are you going to...
» Build pre-prod testing
» Design selectable workloads
» Improve Infrastructure alignment
» Include additional channels

» And a bunch of things that they have

not yet imagined




“It Is not the strongest of the species that survives, nor the most

Intelligent. It is the one that Is most adaptable to change”. Leo megginson

Testing like this takes patience. It is a journey, and a long one at that.
This is not a “| wrote a script and ran a test” scenario

Relationships are critical
To be successful, you need help from a lot of people

You need to be ok with failure

In complex testing, with dynamic requirements and targets, you will fall
The upside — you will learn an amazing amount

There are many ways to “skin a cat’
Be creative — Stretch your imagination — Try to have fun!




Questions?




Thank you!




